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Forward Selection Regression and Backward Elimination Regression 

Regression techniques are used to help determine which predictor variables have a significant 
impact on a response variable. Regression is often used to model the process. There are various 
regression techniques that can be used. For example, you can use multiple linear regression that 
includes all the predictor variables in the model. You can also use stepwise regression that adds or 
removes predictor variables in an iterative process.  

This publication compares two stepwise iterative regression techniques: forward selection and 
backward elimination. The objective of each technique is to build a model based on the predictor 
variables. 
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Introduction 

Forward selection and backward elimination are both stepwise selection techniques to, hopefully, 
identify the most significant predictor variables to model a process. But they are quite different in 
their approach. Forward selection begins with an empty model. There are no predictor variables in 
the model. Each predictor variable is added to the model, one at a time. The predictor variable that 
provides the most improvement to the model, based on a given criteria such as the p-value, is 
added. This interactive process continues until there are no more predictor variables that can be 
added to the model based on the criteria. 

Backward elimination, on the other hand, begins with all the predictor variables in the model. The 
predictor variable that meets the criteria (for example, largest p-value) is removed from the model. 
The regression is then run again and the next predictor variable meeting the criteria is removed. This 
continues until none of the remaining predictor variables in the model meet the criteria to be 
removed. 

These two techniques are explained in more detail below using the same example data. This will 
help compare the results from the two techniques. 

Example Data 

Suppose we have seven predictor variables that we think might influence our response variable (y). 
We will use forward selection and backward elimination to build a model based on this data. The 
data are shown in Table 1. 
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Table 1: Example Data 

X1 X2 X3 X4 X5 X6 X7 y 
5.9 40 2.54 79 3.02 1.3 0 5.68 
5.1 76 2.55 18 3.98 2.9 0 5.98 
4.5 81 1.83 158 4.40 1.3 0 5.34 
4.8 76 1.53 164 4.42 1.3 0 5.11 
4.8 91 1.82 106 4.41 1.3 0 5.22 
3.6 50 1.62 115 2.90 1.7 0 5.64 
3.7 80 2.08 16 3.53 2.2 0 6.04 
3.6 91 1.67 91 2.89 1.9 0 5.47 
3.4 65 1.41 108 1.97 1.6 0 5.32 
3.8 28 2.15 13 4.04 1.4 0 6.18 
4.4 14 1.89 94 3.95 1.6 0 5.66 
3.7 15 1.74 73 3.75 1.2 0 5.56 
4.2 14 2.03 100 4.34 1.5 0 5.99 
3.5 80 1.67 81 1.78 1.6 0 5.81 
2.5 78 1.33 73 1.11 2.1 0 5.55 
4.7 16 2.94 5 6.53 1.7 0 6.36 
2.9 17 2.05 1 6.63 1.5 1 6.38 
2.3 3 1.81 1 4.84 1.3 1 6.38 
3.2 33 2.40 8 4.77 2.9 1 6.50 
3.2 22 1.75 14 6.62 1.5 1 5.94 
2.6 8 1.79 3 4.95 1.4 1 6.06 
3.0 28 1.47 17 3.39 2.0 1 5.73 
2.8 18 1.74 4 4.08 1.3 1 6.12 
3.0 7 1.49 11 3.82 1.3 1 5.80 
2.5 4 1.36 8 2.71 1.1 1 5.92 
2.7 8 1.54 10 7.48 1.2 1 5.71 

 

Forward Selection Regression 

Forward selection begins with an empty model. You must decide on the criteria for adding a 
predictor variable to the model. We will use the p-value and set the threshold to add a predictor 
variable to the model to be 0.25.  This means that a predictor variable must have a p-value less than 
0.25 to be considered as a candidate to add to the model. The steps in forward selection are given 
below. 

1. Begin with no predictor variables in the model. 
2. Calculate the p-values for each individual predictor variable in the model. 
3. Add the predictor variable with the lowest p-value to the model as long as it is below the 

threshold of 0.25. 
4. After adding the predictor variable, re-evaluate the remaining predictor variables with the 

first predictor variable in the model. 

https://www.spcforexcel.com/


 3 © 2025 BPI Consulting, LLC 
  www.spcforexcel.com 
 

5. Add the remaining predictor variable with the lowest p-value to the model as long as it is 
below the threshold of 0.25. 

6. Continue until none of the remaining predictor variables have p-values less than the 
threshold. 

Let’s apply the forward selection technique to the data in Table 1. The analysis below was done 
using the SPC for Excel software. The SPC for Excel software performs all the calculations 
automatically. We will go through each step that SPC for Excel does for you below. 

You start with the empty model and regress Y on each predictor variable. This simply means running 
the regression for each predictor variable alone versus Y. Then, the predictor variable with the 
lowest p value is added to the model (as long as the p-value is less than 0.25). X4 had the lowest p 
value so it is added to the model in the first step. The results are given below.  

Step 1: Added X4 to the Model 

Predictor Coeff. p-Value 

Intercept 6.133 0.0000 
X4 -0.00583 0.0000 

 

“Coeff.” is the coefficient of the predictor variable. The model at this point is:  

y  = 6.133 – 0.00583*X4. 

To compare the models, we will use R2. R2 measures the amount of variation in the model that is 
explained by the predictor variables. R2 varies between 0 and 1, the closer to one the better the fit. 
R2 for the model after step 1 is 66%. So, 66% of the variation in the response variable is explained by 
the model from Step 1. 

The second step is then to include each predictor variable (one at a time) in the model that includes 
X4 and run the regression. Again, you select the predictor variable with the lowest p-value (and is 
below 0.25) and add that to the model. In this case, it was X3. The results for the second step are 
shown below. 

Step 2: Added X3 to the Model 

Predictor Coeff. p-Value 

Intercept 5.500 0.0000 
X3 0.324 0.0024 
X4 -0.00522 0.0000 

 

R2 for this model is 77%. Adding X3 to the model increase R2 from 66% to 77%. 

You continue the process until none of the remaining predictor variables are less than 0.25.  
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Step 3: Added X1 to the Model 

Predictor Coeff. p-Value 

Intercept 5.408 0.0000 
X1 -0.330 0.0000 
X3 0.902 0.0000 
X4 -0.00111 0.2132 

 

R2 for this model is 91%.  

 
Step 4: Added X2 to the Model 

Predictor Coeff. p-Value 

Intercept 5.422 0.0000 
X1 -0.320 0.0000 
X2 -0.00164 0.0876 
X3 0.897 0.0000 
X4 -0.000613 0.4874 

 

R2 for this model is 92%. Note that the p-value for X4 is now larger than the threshold. You do not 
remove it though. Once it is added to the model, it is not removed regardless of what happens to its 
p-value. 

Step 5: Added X5 to the Model 

Predictor Coeff. p-Value 

Intercept 5.487 0.0000 
X1 -0.322 0.0000 
X2 -0.00213 0.0403 
X3 0.930 0.0000 
X4 -0.000635 0.4645 
X5 -0.0242 0.1987 

 

R2 for this model is 93%. The remaining predictor variables (X6 and X7) have p-values greater than 
the threshold, so no more predictor variables are added to the model. The finished model is: 

y = 5.487 - 0.322(X1) - 0.002(X2) + 0.93(X3) - 0.001(X4) - 0.024(X5) 
 

 

 

https://www.spcforexcel.com/


 5 © 2025 BPI Consulting, LLC 
  www.spcforexcel.com 
 

Backward Elimination Regression 

Backward elimination begins with all the predictor variables in the model. You must decide on the 
criteria for removing a predictor variable from the model. We will use the p-value and set the 
threshold to remove a predictor variable from the model to be 0.10.  This means that a predictor 
variable must have a p-value greater than 0.10 to be considered as a candidate to remove from the 
model. The steps in backward elimination are given below. 

1. Begin with all predictor variables in the model. 
2. Run the regression with all predictor variables in the model. 
3. Remove the predictor variable with the largest p-value (as long as it is larger than 0.10, the 

threshold value). 
4. Run the regression with the remaining predictor values. 
5. Remove the predictor variable with the largest p-value (as long as it is larger than 0.10, the 

threshold value). 
6. Continue this process until there are no more predictor variables to remove from the model 

(all have a p-value less than 0.10). 

We will now examine the data in Table 1 using the backward elimination in SPC for Excel, which 
goes through all the calculations automatically for you. We break it down by steps here. 

You begin by running the regression with all predictor variables in the model. The major results are 
shown below. 

Step 1: Run Regression with all Predictor Variables 

Predictor Coeff. p-Value 

Intercept 5.356 0.0000 
X1 -0.316 0.0000 
X2 -0.00185 0.1569 
X3 0.977 0.0000 
X4 -0.000221 0.8271 
X5 -0.0335 0.1514 
X6 -0.00479 0.9477 
X7 0.0899 0.3901 

 

R2 for this model is 93%. The largest p-value is 0.9477 for X6. So, since it is larger than the 0.10 
threshold, the next step is to remove X6 from the model and re-run the regression with the 
remaining predictor variables. 
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Step 2: X6 Removed from the Regression 

Predictor Coeff. p-Value 

Intercept 5.354 0.0000 
X1 -0.315 0.0000 
X2 -0.00190 0.0753 
X3 0.972 0.0000 
X4 -0.000218 0.8249 
X5 -0.0331 0.1270 
X7 0.0885 0.3743 

 

R2 for this model is 93%. X4 has the largest p-value and is still over the threshold, so it is removed 
next from the model. 

Step 3: X4 Removed from the Regression 

Predictor Coeff. p-Value 

Intercept 5.331 0.0000 
X1 -0.322 0.0000 
X2 -0.00192 0.0627 
X3 0.994 0.0000 
X5 -0.0340 0.1009 
X7 0.0988 0.2514 

 

R2 for this model remains at 93%. X7 has the largest p-value and is still over the threshold, so it is 
removed next from the model. 

Step 4: X7 Removed from the Regression 

Predictor Coeff. p-Value 

Intercept 5.460 0.0000 
X1 -0.352 0.0000 
X2 -0.00234 0.0192 
X3 0.990 0.0000 
X5 -0.0240 0.1980 

 

R2 for this model remains at 93%. X5 has the largest p-value and is still over the threshold, so it is 
removed next from the model. 
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Step 5: X5 Removed from the Regression 

Predictor Coeff. p-Value 

Intercept 5.397 0.0000 
X1 -0.349 0.0000 
X2 -0.00184 0.0428 
X3 0.955 0.0000 

 

R2 for this model is 92%. There are no more remaining predictor variables in the model that are 
more than the threshold of 0.10. The process ends here, and this is the final model: 

y = 5.397 - 0.349(X1) - 0.002(X2) + 0.955(X3) 
 

Comparison of the Two Techniques 

The two techniques generated two different models. 

Forward Selection: y = 5.487 - 0.322(X1) - 0.002(X2) + 0.93(X3) - 0.001(X4) - 0.024(X5) 
 

Backward Elimination: y = 5.397 - 0.349(X1) - 0.002(X2) + 0.955(X3) 
 

There are five predictor variables remaining in the forward selection technique compared to three 
predictor variables in the backward elimination technique. Despite this difference, both models 
reflect the actual results very well. Table 2 shows the values of y for the data in Table 1 for the 
backward elimination, forward selection, and the actual values. 

Table 2: Comparison of Backward Elimination, Forward Selection and Actual Values 

Obs. Backward Forward Actual  Obs. Backward Forward Actual 
1 5.69 5.74 5.68  14 5.62 5.65 5.81 
2 5.91 5.95 5.98  15 5.65 5.68 5.55 
3 5.42 5.36 5.34  16 6.53 6.51 6.36 
4 5.04 4.99 5.11  17 6.31 6.26 6.38 
5 5.29 5.27 5.22  18 6.32 6.31 6.38 
6 5.59 5.59 5.64  19 6.51 6.50 6.5 
7 5.94 5.97 6.04  20 5.91 5.87 5.94 
8 5.57 5.56 5.47  21 6.18 6.18 6.06 
9 5.44 5.45 5.32  22 5.70 5.74 5.73 

10 6.07 6.10 6.18  23 6.05 6.06 6.12 
11 5.64 5.64 5.66  24 5.76 5.79 5.8 
12 5.74 5.75 5.56  25 5.81 5.87 5.92 
13 5.84 5.83 5.99  26 5.91 5.85 5.71 

 

Figure 1 shows a graphical picture of the data in Table 2. 
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Figure 1: Comparison of Backward Elimination, Forward Selection and Actual Values 

 

It appears from this data that both models fit the actual data well. 

Criticism of the Two Techniques 

It should be noted that there are those who do not think backward elimination or forward selection 
should be used. The issue revolves around the model selection which influences the p-values 
during the regression. We used 0.25 and 0.10 for the thresholds above, but these are somewhat 
arbitrary – and they do influence what predictor variables end up in the model. This selection bias 
can lead to incorrect p-values, biased coefficients, underestimated standard errors and overfitting 
of the model.  

As with any model, it needs to be checked for how well it fits the original data but also how well it 
fits with new data that is generated. 

Summary 

This publication introduced two regression techniques: forward selection and backward 
elimination. Both are stepwise iterative processes that add a predictor variable to a model (forward 
selection) or that removes a predictor variable from a model (backward elimination). Both 
techniques end when there are no more predictor variables that meet the threshold. 

Quick Links 

Visit our home page 

SPC for Excel Software 
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Download SPC for Excel Demo 

SPC Training 

SPC Consulting 

SPC Knowledge Base 

Ordering Information 

Thanks so much for reading our publication. We hope you find it informative and useful. Happy 
charting and may the data always support your position. 

Sincerely, 

 

Dr. Bill McNeese 
 

 

https://www.spcforexcel.com/
https://www.spcforexcel.com/spc-software/demo
http://www.spcforexcel.com/spc-training
http://www.spcforexcel.com/spc-consulting
http://www.spcforexcel.com/spc-knowledge-base
http://www.spcforexcel.com/ordering-information

